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Motivated by the difficulty of biometric systems to correctly match fingerprints with poor image quality, we formulate and solve a game-theoretic formulation of the identification problem in two settings: U.S. visa applicants are checked against a list of visa holders to detect visa fraud, and visitors entering the U.S. are checked against a watchlist of criminals and suspected terrorists. For three types of biometric strategies, we solve the game in which the U.S. Government chooses the strategy's optimal parameter values to maximize the detection probability subject to a constraint on the mean biometric processing time per legal visitor, and then the terrorist chooses the image quality to minimize the detection probability. By current inspector staffing levels at ports of entry, our model predicts that a quality-dependent two-finger strategy achieves a detection probability of 0.733, compared to 0.526 under the quality-independent two-finger strategy that is currently implemented at the U.S. border. Increasing the staffing level of inspectors offers only minor increases in the detection probability for these two strategies. Using more than two fingers to match visitors with poor image quality allows a detection probability of 0.949 under current staffing levels, but may require major changes to the current U.S. biometric program. The detection probabilities during visa application are ~11–22% smaller than at ports of entry for all three strategies, but the same qualitative conclusions hold.
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T

he September 11, 2001 attacks may have been prevented if some of the 18 terrorists were apprehended as they entered the U.S. (1). To rectify this situation, the multibillion dollar U.S. Visitor and Immigrant Status Indicator Technology (US-VISIT) Program (2) takes two index fingerprint images from each visa applicant and matches these prints against those of several hundred million visa holders to detect whether the new applicant already has a visa under a different identity (3). Visitors (i.e., visa-holders, as well as citizens of 27 visa-exempt countries who are visiting for >90 days or are traveling on work or student visas) to U.S. ports of entry have two new fingerprints taken, which are compared to the original prints to verify that they are who they claim to be, and are used to identify whether visitors are on a watchlist that contains known criminals and suspected terrorists. The US-VISIT Program also uses a facial image for verification (i.e., one-to-one matching); although face recognition technology has improved over the last several years, it is not a viable tool for identification (i.e., one-to-many matching) from a pool of millions (4). Here, we develop a mathematical model to compare various biometric identification strategies at visa application and at ports of entry.

Identification, which is much more difficult than verification, is performed by software systems that compute a similarity score between any two fingerprints. Upon entry to the U.S. (a similar procedure is used during visa application), a visitor is fingerprinted during primary inspection and is assigned a pair of similarity scores, one for each index finger, against each person in the watchlist. If either the left or right score exceeds a given threshold, then the corresponding person on the watchlist is added to the visitor’s candidate list. If the candidate list for a visitor is nonempty, then this visitor is further investigated during a secondary inspection. We call a visitor illegal if he is on the watchlist and legal otherwise. If a visitor is illegal, then he will have a set of fingerprints (taken at an earlier point in time), called a mate, in the watchlist. The detection probability (called the true accept rate in ref. 5) is the probability that an illegal visitor’s mate is placed on the candidate list (i.e., the similarity scores between his new set of fingerprints and his mate exceeds one of the thresholds). The false positive probability (called the false accept rate in ref. 5) is the probability that a legal visitor’s candidate list is nonempty. For two index fingers and for the fingerprint databases tested by the National Institute of Standards and Technology (NIST), the identification system currently used in the US-VISIT Program had a detection probability of 0.959, independent of the watchlist size, and the false positive probability increased with the size of the watchlist and was $3.1 \times 10^{-3}$ when the watchlist had 6 million people (5), which is comparable in size to the actual watchlist during entry. To avoid undue congestion at ports of entry under current staffing levels, it is necessary to maintain the false positive probability at approximately this level.

The identification system used in the US-VISIT Program also computes the image quality of a fingerprint, which reflects the inherent quality of the print and operational factors such as humidity, dirt, and finger pressure. NIST has determined that the identification performance of the biometric system is highly dependent on the fingerprint image quality, with better performance resulting from good-quality images (5, 6). The present study stems from the belief that terrorist organizations can exploit the image quality-dependent performance of the biometric identification system by choosing from their large pool of potential U.S.-bound terrorists, those that have either inherently poor image quality (e.g., worn out fingers) or deliberately reduced image quality (e.g., surgery, chemicals, sandpaper). We formulate and solve a Stackelberg game (7) in which the U.S. Government chooses the parameters for a biometric identification strategy to maximize the detection probability subject to a constraint on the mean total (i.e., primary plus secondary) biometric processing time per legal visitor, and then the terrorist chooses the image quality level to minimize his detection probability. We use this optimization problem to assess three types of strategies, including the strategy currently used in the US-VISIT Program. One of these strategies requires additional primary biometric processing, which is why our constraint is in terms of
the mean total biometric processing time per legal visitor rather than the false positive probability.

The Model
In our model (see Supporting Text, Figs. 3–7, and Tables 2–6, which are published as supporting information on the PNAS web site), each person has an associated image quality that is an integer value between 1 (highest quality) and 8 (lowest quality) (5). This random quantity is assumed to be independent and identically distributed across people, whether they are visitors or on the watchlist. This assumption ignores the fact that right and left fingers of the same person may vary in quality, operational noise may cause a specific finger to have a different image quality when retested, and people’s fingers may wear out over time, causing the image quality of an illegal visitor to be worse than that of his mate on the watchlist. Although our model and analysis can be generalized so that each image, rather than each person, can possess a different quality, more detailed unpublished data from NIST would be required to parameterize the model. However, the analysis in Fig. 3, which uses data from ref. 5 and the belief that the level of operational noise can be kept low via good training and processes, suggests that this assumption holds true in the great majority of cases and can be made without affecting our qualitative conclusions.

The two fundamental building blocks of our model are the intraperson similarity scores, which quantify the match between an illegal visitor’s fingerprints with the earlier pair of prints in the watchlist, and the interperson similarity scores, which compare a visitor’s fingerprints with a different person’s prints from the watchlist. Because each person is assumed to have a given quality level, the intraperson similarity scores are described by a family of eight probability distributions, one for each quality level. Following ref. 8, we assume that an intraperson similarity score depends on the qualities of the two matched fingerprints only via the worse of the two qualities, which allows us to consider only eight interperson similarity score distributions. Guided by quality-aggregated data from NIST (9), we use gamma distributions for intraperson scores and log-normal distributions for interperson scores (see Supporting Text for details).

We consider the three biometric strategies described in Table 1, which are referred to as the current strategy, the two-finger strategy, and the multifinger strategy; the two-finger strategy allows quality-dependent thresholds and the multifinger strategy allows the thresholds and the number of fingers tested to vary according to quality. It takes $5$ s per finger to take an image of a visitor’s fingerprint (3, 10) and $2.5$ s per finger to perform the software matching against the entire watchlist (10). We assume that the watchlist matching is performed in parallel with a visitor’s interview at the port of entry, so that matching does not increase a visitor’s processing time (10); however, the physical fingerprinting process needs to be managed by the inspector to guarantee low operational noise and to detect fraud (e.g., artificial fingerprints). In addition, we assume that 20 min are required on average to perform a secondary inspection for each false positive, regardless of the size of the candidate list. Let $d_i$ be the detection probability if the illegal visitor has image quality $i$, and let $f$ denote the overall false positive probability; these are computed in Supporting Text for each of the three strategies. If we let $m_i$ be the mean time to image a single fingerprint, $m_2$ be the mean secondary inspection time of positive matches, and $p(i)$ be the fraction of visitors that have quality $i$ for $i = 1, \ldots, 8$, then the mean total biometric processing time per legal visitor is $m_1 \sum_{i=1}^{8} p(i)n_i + m_2$ for the multifinger strategy, and $2m_1 + f m_2$ for the other two strategies. Substituting the values $m_1 = 5$ s, $m_2 = 20$ min, and $f = 3.1 \cdot 10^{-3}$, we find that the base-case value of the mean total biometric processing time per legal visitor for the two two-finger strategies is $2m_1 + 3.1 \cdot 10^{-3} m_2 = 10 + 3.72 = 13.72$ s at the port of entry. The optimization problem for the multifinger strategy is

$$\text{maximize} \quad \min_{i=1, \ldots, 8} d_i$$

$$\text{subject to} \quad m_1 \sum_{i=1}^{8} p(i)n_i + fm_2 \leq 13.72,$$

and Eq. 2 is replaced by

$$f \leq 3.1 \cdot 10^{-3}$$

for the other two strategies. The maximization in Eq. 1 is carried out over the parameters in the second column of Table 1, assuming a watchlist of 6 million people at the port of entry.

Results
The use of quality-dependent thresholds on the similarity scores increases the detection probability from the current level of 0.526 to 0.733 (Table 1). This strategy achieves the same detection probability for all quality levels by using a low threshold $t_{28} = 1120$ for the worst quality (the single-finger threshold $t_{18}$ is redundant in this optimal strategy). The multifinger strategy achieves a detection probability of 0.949 by using 10 fingers for the lowest quality, and 3–5 fingers for the next three lowest quality levels.

The detection probability can be improved by increasing the mean biometric processing time per legal visitor, i.e., by increas-

---

Table 1. A description of the three biometric strategies

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Parameters</th>
<th>Condition for placement on candidate list</th>
<th>Optimal solution</th>
<th>Detection probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>$t_1, t_2$</td>
<td>$\cup_{j=1}^{t_2}s_j &gt; t_1 \cup \cup_{j=1}^{t_2}s_j &gt; t_2$</td>
<td>1317, 1818</td>
<td>0.526</td>
</tr>
<tr>
<td>Two-finger</td>
<td>$t_1, \ldots, t_{18}, t_{21}, \ldots, t_{28}$</td>
<td>$\cup_{j=1}^{t_{18}}s_j &gt; t_1 \cup \cup_{j=1}^{t_{21}}s_j &gt; t_{18}$</td>
<td>4741, 3690, 3010, 2853, 3257, 1977, 1743, 1120, 5263, 4936, 4989, 4783, 3831, 2647, 2303, 1120</td>
<td>0.733</td>
</tr>
<tr>
<td>Multifinger</td>
<td>$t_1, \ldots, t_8, n_1, \ldots, n_8$</td>
<td>$\cup_{j=1}^{t_8}s_j &gt; t_1$</td>
<td>1975, 1804, 1678, 1512, 1820, 1573, 1901, 1378, 2, 2, 2, 2, 3, 4, 5, 10</td>
<td>0.949</td>
</tr>
</tbody>
</table>

The first two strategies use two fingers from each visitor, whereas the multifinger strategy uses $n_i$ fingers if the visitor has quality $i = 1, \ldots, 8$. The values of $(n_1, \ldots, n_8)$ can be based on quality information obtained at visa enrollment. The similarity scores between the visitor and each watchlist person are $(s_1, s_2)$ for the first two strategies, and $(s_1, \ldots, s_8)$ for the multifinger strategy if the visitor has quality $i$. The third column describes the condition on the similarity scores for placing a watchlist person onto a visitor’s candidate list, where the “or” denotes “logical or.” The last two columns give the values of the parameters that solve Eqs. 1–3, and the corresponding optimal detection probability in Eq. 1, assuming a watchlist size of 6 million. The “Current” strategy is used in the US-VISIT Program.
ing the right side of Eqs. 2 and 3. To first order (11), the mean visitor waiting time depends on the total (biometric plus non-biometric) processing time per visitor divided by the number of U.S. Custom and Border Protection inspectors at the facility (e.g., the airport). The mean processing time per visitor in the absence of biometric inspection is $\text{mean processing time per legal visitor} = \frac{13.72}{x}$ min (10) and, therefore, the increase in biometric processing time per legal visitor (we ignore the increase in staffing needed to process the additional true positives) from 13.72 to $x$ requires a staff increase of $\frac{(120 + x - 133.72)}{133.72}\%$. For the two-finger strategy, a staff increase of 5% causes the detection probability to increase from 0.733 to 0.775, but further staff increases lead to decreasing marginal returns (Fig. 1). Staff increases beyond the current levels for the current strategy have a very minor effect.

During visa application, the watchlist includes all several hundred million visa holders, and widening this program’s scope beyond visa-holders could increase the watchlist size to $\approx 1$ billion within the next decade. Visitor waiting times are less of an issue during visa application because much of the processing is performed offline (10). Consequently, we fix the watchlist size to 200 million and recompute the optimal parameter values for various values of the false positive constraint (Eq. 3) for all three strategies (implying the optimality of $n_1 = \ldots = n_8 = 10$ for the multifinger strategy), which generates a detection probability vs. false positive probability curve (Fig. 2a). Fixing the false positive probability at $3.1 \times 10^{-3}$, we also compute the detection probability as a function of watchlist size (Fig. 2b). The increase in watchlist size from 6 million to 200 million causes a modest reduction in detection probability for all three strategies, to 0.454, 0.569, and 0.840, respectively. The difference in performance between the current and two-finger strategies increases with the false positive probability and decreases with the watchlist size. The multifinger strategy maintains a detection probability above 0.8 for watchlist sizes below $\approx 300M$.

Discussion

Our analysis reveals that the strong dependence of biometric identification performance on image quality level (5) leaves the US-VISIT Program vulnerable to exploitation by terrorists. More specifically, using the existing quality-independent threshold levels, the overall quality-independent detection probability at the U.S. port of entry (0.959) is much larger than the detection probability if terrorists are allowed to game the system by choosing the worst image quality level (0.526). The detection probability can be increased from 0.526 to 0.733 by using different thresholds for each quality level. Although it is optimal for the terrorists to always choose the lowest image quality under the Government’s current quality-independent strategy, in the quality-dependent scenario, the terrorists would randomize across image qualities to force the Government to equalize the detection probabilities across quality levels. Although the optimal quality-dependent two-finger strategy will likely be complex (described by a set of eight nonlinear curves in two-dimensional score space) and may offer only a modest improvement over the two-finger strategy considered here, its derivation is worth pursuing in future work.

There are several other options for improving the detection probability beyond that of the two-finger strategy. A 5% increase in the number of Custom and Border Protection inspectors can offer only a modest increase in the detection probability of the
two-finger strategy, from 0.733 to 0.775, while maintaining existing congestion levels at the ports of entry. As of May 2004, US-VISIT Program plans do not call for additional staff or facilities at land ports of entry (2). Testing 10 fingers rather than two fingers for poor-quality visitors can increase the detection probability at the U.S. border to 0.949 under current staffing levels. Moreover, during visa application, the two-finger strategy can achieve a detection probability of only 0.569 if the false positive probability is set at $3.1 \times 10^{-3}$, whereas a 10-finger strategy can achieve a detection probability of 0.840. However, the US-VISIT Program only takes images of two fingers during visa application (5), despite previous warnings that a two-finger system was inadequate for identification with large watchlists (6). Although switching from two to 10 fingers at this point in time, even for only poor-quality images, may be expensive and disruptive (6), this multifinger approach appears to be a more cost-effective exception-management alternative for poor-quality images than other biometrics (e.g., iris, retina, hand geometry; see ref. 3) or human interrogation. Slower, more accurate matching techniques for poor-quality images should also be assessed and compared to the multifinger approach. The extent to which these options are pursued should be assessed in light of the detection probability required to deter terrorists from attempting a border crossing at an official port of entry, which itself depends on the terrorists’ perceived likelihood of successfully entering the U.S. from between the ports of entry along the U.S. borders with Mexico and Canada. The detection probability between the ports of entry on the U.S.–Mexico border has been estimated at 0.25 (12), although it appears that, at this point in time, Al Qaeda prefers to enter the U.S. at ports of entry (1).

The quality-dependent biometric analysis performed here has other potential applications. First, a terrorist could intentionally deface his fingerprints between the time his watchlist fingerprints were imaged and the time he enters the US-VISIT Program. If the fingerprints are only partially altered, then the low thresholds associated with poor-quality images in our two-finger strategy (Table 1) should increase the likelihood of detection slightly, and the multifinger strategy would significantly hinder the terrorists’ success with this approach. This topic deserves further investigation. Another possible application is to assess the degradation in quality of faxed fingerprint images, which appears to have been at the crux of a mistaken terrorist arrest in Spain (13).

Although our qualitative conclusions are likely to be robust, the quality-dependent intra- and interperson similarity score distributions at the core of our model were indirectly estimated from quality-dependent detection probability vs. false positive probability curves. The use of unpublished NIST data on the intra- and interperson similarity scores broken down by image quality, and the actual watchlist, which likely generates worse performance than publicly available databases (5), perhaps coupled with a more refined model that allows quality to be associated with an image rather than with a person, would be required to sharpen our policy recommendations and to derive operationally reliable parameter values. Among other parameter values in our model, only the mean secondary processing time ($m_2$ in Eq. 2) has not been reported in the literature. This parameter only affects the relative performance of the multifinger strategy, because it is the only strategy that trades off primary and secondary inspection. We may be underestimating the performance of the multifinger strategy because the four non-thumb fingers can perhaps be imaged simultaneously (14), which would reduce the mean primary processing time for a 10-finger print from 50 s to 20 s.

In conclusion, there appears to be a serious but repairable vulnerability (detection probability is highly dependent on image quality) in the biometric identification system of the US-VISIT Program, which is the last, and perhaps main, line of defense for keeping terrorists off of U.S. soil. Our analysis provides the government with a means of assessing the worst-case threat, and there is a silver lining in the equilibrium solution, namely, that the resulting detection probability will be equal for all image quality levels, rendering the system more robust than the existing system. This, in itself, is a strong reason for switching to the proposed policy. The introduction of quality-dependent thresholds requires only minor software modifications and can increase the detection probability by $\approx 0.2$, and should be implemented as soon as possible. The use of more than two fingers for low-quality images can increase the detection probability to $\approx 0.95$; in other words, the worst-case performance under the proposed multifinger strategy is approximately the same as the existing strategy’s performance under the naive assumption that terrorists do not behave strategically at all. There is no excuse for a multibillion dollar program to settle for performance below the level of the proposed multifinger strategy, particularly given the potentially grave consequences of a false negative. Our policy recommendations hinge on the assumption that terrorist organizations will attempt to defeat the biometric system by employing terrorists with poor-quality fingerprints. In light of the meticulous planning that has gone into terrorist attacks over the last decade (1), we believe this assumption is not only prudent, but realistic.
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